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ABSTRACT
Designing sonifications requires knowledge in many domains in-
cluding sound design, sonification design, and programming. Thus
end users typically do not create sonifications on their own, but in-
stead work with sonification experts to iteratively co-design their
systems. However, once a sonification system is deployed there is
little a user can do to make adjustments. In this work, we present
an approach for sonification system design that puts end users in
the control of the design process by allowing them to interactively
generate, explore, and refine sonification designs. Our approach
allows a user to start creating sonifications simply by providing
an example soundscape (i.e., an example of what they might want
their sonification to sound like), and an example dataset illustrating
properties of the data they would like to sonify. The user is then
provided with the ability to employ automated or semi-automated
design of mappings from features of the data to soundscape con-
trols. To make this possible, we describe formal models for sound-
scape, data, and sonification, and an optimization-based method
for creating sonifications that is informed by design principles out-
lined in past auditory display research.

1. INTRODUCTION

“An important goal of sonification is to yield an auditory display
that will be intuitively maximal in meaning to the observer [1].”
This statement from Gregory Kramer was published during the
early years of the auditory display community and stresses the
importance of considering the end user (listener) when designing
sonifications. Each end user of a sonification system may have
different objectives, data, perceptual abilities, and aesthetic prefer-
ences, so we should allow users to develop auditory interfaces that
best fit their needs and desires.

Designing these displays is a complex task that involves
knowledge of the particular data to be represented, the design of
the sounds, the best way to convey the data using sound, and the
programming ability to build the system. Typically, this knowl-
edge is distributed between end users, who are usually experts in
the data and know their intentions for using the system, and sys-
tem designers, who know about sound and sonification design. It-
erative refinements of designs between end users and designers
have been proposed as one way to balance the technical knowl-
edge needed to develop a system with practical knowledge of how
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the system will be used [2]. However, in many cases once a system
is created and deployed, the end user no longer has the opportunity
to make changes to the system.

We are interested in putting the end user in control of the de-
sign process and assisting them as they iteratively design their own
sonifications and explore the space of possible sonifications. Our
work applies methods and techniques from the field of human-
computer interaction (HCI) to the design of sonifications. In par-
ticular, this paper presents a novel approach for sonification design
that encompasses:

1. Models as structures for defining components of the sys-
tem: a soundscape model for defining the sound structures,
a data model for defining the properties (i.e. features) and
structures of the data, and a sonification model that utilizes
the soundscape and data models as well as user input to
create a sonification;

2. A policy as a part of the sonification model for defining the
interaction between the user, the data, and the sound, and
that encapsulate past knowledge of sonification design on
how to best convey data with sound; and

3. An interaction workflow that describes how users interact
with the system, and how that interaction is used to guide
the creation of the sonifications.

Our approach is embodied in a prototype system we devel-
oped called the Environmental Soundscape Creator (ESCaper).
ESCaper currently demonstrates sonification of two different data
sources and allows end users to create, generate, and refine soni-
fications using a graphical user interface. The goal of ESCaper is
to demonstrate an implementation of our approach and allow us to
evaluate our design decisions in practice (which we hope to do in
future work).

This paper is structured as follows: we first motivate our ap-
proach by relating it to previous work done in HCI and sonifica-
tion, and we describe how the work in this paper builds off of our
own previous work in this area. In Section 3, we then present our
models for structuring and defining soundscapes, data, and soni-
fications. In Section 4 we present our policy for creating data-
to-sound mappings from user-specified example soundscapes and
data. Section 5 describes the use of our models, policy, and inter-
action workflow used in ESCaper as it applies to data taken from
Twitter and the stock market.

2. MOTIVATIONS

In this section we present related work in HCI focused on support-
ing users in the design process, as well as work in auditory displays



The 21th International Conference on Auditory Display (ICAD–2015) July 8-10, 2015, Graz, Austria

that utilizes interactivity and soundscapes in sonification. We also
describe the relationship of our recent work to this paper.

2.1. Related Work

2.1.1. Human-Computer Interaction

Several design methodologies, such as user-centered design and
participatory design, incorporate the user in the design process.
In both of these methodologies, users give feedback in the design
phases of a project as designers iteratively refine designs with end
users. However, once these designs are finalized and deployed,
making changes over time is not supported. Therefore the design
approach called metadesign was created to open up solution spaces
for users to explore rather than giving them complete solutions
[3]. Our sonification approach utilizes metadesign by presenting
end users with a space to explore possible sonifications, instead of
giving them a completed sonification system.

However, the sonification design space is very large and may
be tedious or difficult to explore for a novice sonification designer.
We can therefore look at specific approaches in HCI to assist
novice designers in exploring the design space. For instance, some
interfaces incorporate expert knowledge to automatically generate
designs (e.g. automatically generating magazine covers [4], web
designs [5], and user interfaces [6]). Another way to interactively
create and explore designs is to use examples supplied by the end
user. Examples are described as “a cornerstone of creative prac-
tice” [7] and give users a simple way to communicate their design
goals. The Bricolage algorithm in particular focuses on transfer-
ring the design (e.g., layout) of a web page selected by the end
user onto the content of another web page [5]. Our approach to
sonification design incorporates both these strategies, combining
user-specified examples with known sonification principles to au-
tomate aspects of the design process.

Other relevant work in HCI has proposed methods for end-
user creation of cross-modal mappings. Fiebrink et al. enabled
musicians to create mappings from gesture to sound using super-
vised learning, where users iteratively provided examples of ges-
tures and matching sounds [8]. That work demonstrated instantiat-
ing gestural control systems from user-provided examples, helped
users abstract away low-level details, sped up the mapping explo-
ration process, and facilitated use by non-programmers. Here we
employ a similar user interaction paradigm to create cross-modal
mappings from data to sound using examples. However, we use
a novel mapping generation approach that incorporates sonifica-
tion design principles, rather than using general-purpose super-
vised learning algorithms.

2.1.2. Interactivity in Sonification

The triennial Interactive Sonification Workshop (ISon) started in
2004 focuses on putting sonification users at the heart of an inter-
active control loop. Some of the ways that this can be done in-
clude: using real-time sonifications of actions produced by users,
applying user-centered design to the development of sonification
systems, and allowing users to interact with a playback of a data
display. However, little work has focused on putting end users at
the center of designing sonifications. Some toolkits have been de-
veloped that allow users to input data, select mappings, and control
the playback of sonifications [9, 10], but these use complex inter-
faces with terminology that may not be intuitive for a novice sound
designer. Additionally, the creation of good mappings may not be

easy for someone who does not have experience in sonification de-
sign. Our goal is to make sonification design available to end users
who have little or no sound or sonification design experience. We
do this by providing methods for automatic generation of designs
using known principles for sonification and auditory display.

Hermann et al. had similar motivations in their design of an
interactive technique for automatically generating sonifications.
They used a listener’s relevance feedback about the perceptual
quality of proposed sonifications to guide in the creation of an op-
timal sonification [11]. We also utilize user input in the creation
of our sonifications, but we do so in multiple ways. Users of our
system can directly select the sounds used in the sonification, spec-
ify details of how a sonification should be created, and continually
develop and reapply their designs to the data.

2.1.3. Soundscapes in Sonification

Some of the ways that soundscapes have been used in the field
of auditory display include using ambisonic sound recordings
from urban soundscapes as a layer in a display [12], synthesizing
“tweetscapes” using data from Twitter [13], and creating sound-
scapes of complementary ecological sounds by using sampled au-
dio segments as units to build a display [14]. All of these uses of
soundscapes aim to create a sound environment where the individ-
ual streams of sounds fit together cohesively to form an immersive
environment, while also conveying information about the data.

Our models and mapping policy presented here are designed
to support natural acoustic soundscapes that include animal vocal-
izations and sounds of the weather. These soundscapes have been
identified as useful for sonification as they can be easily distin-
guished from the background and have even been found to be “re-
laxing” [14] with the potential to be less fatiguing than other sound
interfaces [15]. While our models and mapping policies could be
generalized to sonifications that use any type of sounds (e.g., mu-
sic or other types of recordings), we use natural sounds from the
same physical location that have evolved in a way specific to that
location (i.e. each sound has a unique timbre that can be easily
distinguished from others in that same environment). This differ-
ence in timbre can be identified by everyday people using terms
that they know such as wolf howling and owl hooting, rather than
using sound terminology like frequency and timbre.

2.2. Building on Recent Work

Our recent work [16] has presented formal models for sound-
scapes, data, and sonifications, and demonstrated a proof-of-
concept sonification of Twitter data. We directly build upon that
work here by describing the relationship of our model formula-
tions to past work in the auditory display community. We first
present a modified and expanded mapping policy that explicitly
incorporates user interaction. Users are able to specify their data
and sound selections, and our updated policy allows users to guide
the generation of mappings to produce sonifications that either pri-
oritize conveying properties of the data or that prioritize producing
output sounds that are most similar to the initial example sound-
scape. Finally, in this work we present a prototype application that
demonstrates the interaction workflow of our approach and the use
of our models with the new policy for two different datasets.
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3. MODELS

We define formal models of soundscape, data, and sonification that
are amenable to algorithmic control in order to make it possible to
automate the sonification design process in a user-friendly way. A
soundscape model describes the structural hierarchy of a sound-
scape to make it easier to analyze, understand, and utilize. For
those same reasons, we create a data model to provide a way of
structuring the data in a dataset. Our sonification model is a frame-
work that defines the data-sound mapping, which takes an input
soundscape and a dataset, and utilizes a policy to analyze the struc-
ture of those models and incorporate user interaction to produce an
output soundscape that represents a sonification of the data:
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!Figure 1: Here we depict our model formulations.

3.1. Soundscape Model

3.1.1. Soundscape Description

We define a soundscape as a sequence of soundscape events St ∈
S. Each soundscape event has a finite set of possible sound groups
Gj ∈ St, and each sound group consists of a finite number of
sound recordings gj,k ∈ Gj called sound samples. For example,
in Figure 2 each distinct bird chirp recording is a separate sound
sample (g2,1 · · · g2,4), which is a part of the bird sound group G2.
Every soundscape, sound group, and sound sample has a set of
properties, called features, described below and listed in Table 1.

3.1.2. Soundscape, Sound Group, Sound Sample

Two types of soundscapes are relevant to our approach: an in-
put soundscape (denoted Sin) is the pre-recorded soundscape pro-
vided by a user as an example of the sonification he or she might
like to create from data. An output soundscape (denoted Sout) is a
soundscape that is generated by a specific sonification design (i.e.,
a mapping) in response to a specific dataset. Both types of sound-
scapes can be characterized by features listed at the left of Table 1).
Furthermore, we can characterize each sound sample and sound
group in terms of sample- or group-level features, respectively.

Our approach of using soundscapes for sonification enables us
to encode data using sample recordings of real-world sounds, or
what Kramer describes as “realistic voices” [1]. Kramer describes
six dimensions of recordings that can be manipulated to convey
properties of data: speed (or density), duration, envelope, master

!!:"Frog"

!!:"Creek"

!!:"Bird"

So
un

d&
Gr
ou

ps
&

Soundscape&Events&

!!,!! !!,!! !!,!!

!!,!! !!,!! !!,!! !!,!!

!!,!!

!!! !!! !!! !!! !!!!!!…!

Soundscape+S:+Forest+

Sound&Sample&

!! =!"#.!"#$%&'(!!
!!!!!!!!!!!!!"#$%!!"#$%&!
!Figure 2: An example forest soundscape model with three sound

groups Gj , each with a different number of sound samples gj,k.

loudness, master pitch (pitch area), and master brightness. Inspired
by that work, we define eight features of a sound sample (found in
center of Table 1) that can be analyzed (in an input soundscape) or
manipulated in response to data (in an output soundscape). One of
the key actions of our sonification policy discussed in Section 4 is
to choose which features of the sound samples in the output sound-
scape will convey the data. We hope to explore additional sound
features (e.g. reverb and more complex spatial representations) to
take advantage of other human perceptual abilities.

A sound group has features that aggregate information about
the sound samples in that group, which are depicted at the right
of Table 1. For instance, the ‘on/off’ feature denotes whether
any sound sample occurs in the sound group. The ‘on/off’ fea-
ture can thus change over each soundscape event. The type of a
sound group is either interval or instant, depending on the dura-
tion and sonic properties of the sound group. Interval sounds are
those that occur continuously throughout the soundscape, while
instant sound groups have multiple samples occurring at varying
intervals. We use a basic heuristic for defining whether a group
in an input soundscape is interval or instant. If a sound group has
only a single sound sample that has a duration equal to the dura-
tion of the entire soundscape (e.g. a river flowing), then that sound
group is interval, else it is instant (e.g. a bird chirping).

3.2. Data Model

3.2.1. Data Description

Our automated mapping policy requires a model for the data that
is to be sonified. We consider a datasetD to be made up of a finite
set of data points di,t. Data points that share a common feature
(i.e. the source of the information) are grouped into a data group
Di. Similarly, data points that occur at the same time (or within a
small time interval) are also collected in a finite set called a data
event Et. The duration of a data event is equal to the minimum
interval between any two adjacent data points. Figure 3 shows a
visual representation of our data model.

Soundscape Features Value Range Sound Sample Features Value Range Sound Group Features Value Range
Soundscape Type Input, Output Duration of Sample [0, max] Type Interval, Instant
Num. of Sound Groups [0, max] Start of Sample [0, max] % of Soundscape Duration [0, 100]
Total Num. of Sound Events [0, max] Spectral Features [min, max] Num. of Samples in Group [0, max]
Duration of Soundscape Event Min. sample duration Sample On/Off 0, 1 Avg. Spectral Features [min, max]
Duration of Soundscape [0, max] Gain [0, 1] Group On/Off 0, 1

Panning [-1, 1]
Layering [0, 6]
Playback Rate [0.5, 1.5]

Table 1: The features used to describe a soundscape, sound group and sound sample, along with their value ranges.
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Figure 3: An example of our data model with a Twitter dataset
D containing data points (tweets) di,t that each belong to a data
group (tweet group) Di and a data event Et. In data event E1 a
tweet occurred in all three groups, but in E2 . . . E4 only tweets
containing #earthquake occurred.

3.2.2. Data Features

Each data point and data group contain a set of features which are
dependent on the domain of the data. However, we have defined
some requirements of all datasets and guidelines for developing
the data group and data point features.

Alberto de Campo wrote that “To ensure that the auditory
gestalts of interest will be easily perceptible, the most fundamen-
tal design decision is the time scale [17]”. In our approach, each
dataset must have a way to represent an ordered sequence of their
data points, i.e. a feature to represent time. Since humans are par-
ticularly sensitive to perceiving changes in sound over time [18],
we want to create sonifications that “display” an aspect of the data
using these perceived temporal changes. Each data point may or
may not contain information, for instance one data group may have
information every four seconds while another captures information
each second, and still another captures data sporadically. To deter-
mine the window for a single data event, we use the minimum
time difference between data points. This value should be repre-
sented in terms of seconds, however, as de Campo points out in
his Data Sonification Design Space Map, gestalts of 100 ms and
less are difficult to discern meaningful information, while longer
than 30 seconds take great concentration [17]. Thus we stick to
de Campo’s suggestion of using 1–3 seconds for a time frame for
single gestalts (i.e. for the duration of our data events) by adjusting
our time values over our dataset to fit into this range.

As each dataset has its own particular features, we only pro-
pose a generalized model for defining these features. However, in
Section 5 we apply this model and feature representation to real-
world datasets. One required feature of all data groups is the type
feature. There are two types of data groups: single data groups,
where each data point di,t ∈ Di is represented as its own discrete
event, and aggregated data groups, that aggregate an aspect of the
data point features. The equation we use to determine the data
group type uses the number of data points per second (DPPS) and
the shortest duration sample in the soundscape (SD):

Aggregated Data Group: DPPS × SD ≥ 0.5

Single Data Group: DPPS × SD < 0.5

We define three categories of data point features:
Time: Portrayed in terms of seconds.
Source: Describes where the data point came from (this can be

consistent across many data points).
Single Data Value (SDV): Information from the source at a

specific time.

Along with type, we define two other group feature categories:

Type: Representation of the data points (aggregated or single)
Filter: Describes the commonality between the data points in

the group (e.g. from the source, some SDV, etc.).
Aggregated Data Value (ADV): Aggregates information from

data points in the group (e.g. a minimum, maximum, or aver-
age value of a SDV) and normalizes it.

3.3. Sonification Model

Our sonification model is motivated by a model created by Her-
mann et al. [11] and is built upon our original model defined
in [16]. We formally define the sonification model as the map-
ping [D,Sin] 7→ Sout that takes the dataset D and an input
soundscape Sin and outputs the resulting soundscape Sout. We
define the output soundscape as the sequence of all sonification
events Sout = [S1, S2, S3, . . . Sn] where each of these sonifica-
tion events is defined by:

St(D) =
∑

di,t∈Et

φ(di,t, θ(Sin,D)). (1)

Here φ(di,t, θ(Sin,D)) represents an acoustic event occurring at
time t. This acoustic event is created based upon two functions
(denoted φ and θ and defined in the next section), which determine
how a data point at time t will be represented using sounds from
the input soundscape Sin.

4. MAPPING GENERATION POLICY

We present one possible policy which is simply a function that de-
termines the mappings between the data and the sound. We derive
our policy from previous work in the field of auditory display. For
instance, Kramer [1] states that “...important features will be more
discernible if the display is structured to reflect structures in the
data.” Using this idea, we take advantage of the parallel structures
in our data and soundscape to create sonifications where:

1. Each selected data group is mapped to a sound group
(Di 7→ Gj). The group mapping function θ determines
which data group should be mapped to which sound group.

2. Each data point in a data group (di,t ∈ Di) is mapped to an
individual sound sample in the corresponding sound group
(gj,k ∈ Gj). The point-sample mapping function φ de-
termines how the data points should be represented by the
sound samples.

When a user interacts with the system, they select a tuning param-
eter to choose whether they wish to have the system create map-
pings such that the output soundscape is either: as similar to the
input as possible or designed to best convey the data. They can
then select the data they wish to sonify and either manually select
the sound group to which the data will be mapped, or they can al-
low the system to automatically choose one for them (determined
by the group mapping function θ).

4.1. Group Mappings

By mapping each data group to a sound group, we are matching
the parallel structures in our models. Similarly, for data that will
be updated as it is aggregated continuously over time, we want to
represent it with a sound that can be played over long intervals
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(an aggregated-interval mapping). When the data is displayed for
every single data point we want the sound to be played at a specific
instant (a single-instant mapping). This is not only supported by
Kramer’s similarity of structure rule [1], but also by Ahmad et
al. who proposed that instant-based temporal information (in our
case “instant” sounds) are used to specify a point in time, where as
interval-based temporal information (“interval” sounds) are used
to indicate status or progress [19].

A dataset is defined as D = Dsel ∪ Davail where Dsel is
the set of user selected data groups to use in our sonification, and
Davail is the set of data groups that have not been selected. The
selected data is also a union of two sets: Dsel = Dsel,m∪Dsel,m̄,
user selected data groups that are mapped (i.e. there is a data-
sound mapping that uses this data group), and those that selected
by the user, but are not mapped. A soundscape is similarly defined
as the union of sound groups that have been mapped (i.e. there is
a data-sound mapping that uses this sound group) and those that
have not: S = Sm ∪ Sm̄.

The group mapping function selects specific sound groups
to which each user-selected data group should be mapped: θ :
Dsel 7→ Sm. These mappings are constrained to follow the
aggregated-interval and single-instant rules described above such
that: Dsel,m̄,aggr 7→ Sm̄,inter and Dsel,m̄,single 7→ Sm̄,inst.
Given all possible permutations we can then evaluate each map-
ping θi ∈ Θ and use a quality function Υ to evaluate and select
the best one. Our quality function is a weighted sum of two qual-
ity terms. The soundscape similarity quality term Υss evaluates
a mapping based on how similar the output soundscape is to the
input soundscape, and the data conveyance quality term Υdc eval-
uates a mapping based on how well the data is conveyed in the
output soundscape. The weighting of these quality terms is input
by a user as α ∈ [0 1].

θ = arg maxθi αΥss(θi) + (1− α)Υdc(θi) (2)

4.1.1. Data Conveyance Quality Term

As reported by de Campo, “After time scale, the number of streams
is the second most fundamental perceptual design decision [17].”
Thus in evaluating a mapping where our main goal is to repre-
sent the data as clearly as possible, we want to make sure we are
not over-burdening the user with too much information. A recent
study found that listeners could accurately identify five concur-
rent variables presented together in a single sonification [20]. We
utilize that principle and limit the number of data groups that a
user can select to five (|Dsel| ≤ 5). We also restrict the num-
ber of aggregated-interval mappings to three (|Dsel,aggr| ≤ 3), as
we currently have three possible parameter choices for aggregated-
interval mappings. By reducing the data a user is allowed to select,
we are also reducing the number of possible permutations we eval-
uate in our data conveyance quality term.

We use additional principles outlined by Kramer on how to use
sounds to make the data more distinguishable in the sonification
[1]. He suggests using distinctly different timbres to distinguish
different data groups (or “families”) to make the information in
auditory displays more perceptible. We incorporate this by using
recorded sounds from a soundscape and choosing sound groups
in our mapping that have a diverse range of spectral centroids (a
measure of the “brightness” of a sound). Kramer also mentions
that the use of sounds with a minimum overlap in frequency can
be helpful to avoid masking, so we choose sound groups by max-
imizing the distance between their frequency representations, for

example the Mel-frequency cepstrum coefficients (MFCC) or FFT
bin values. In our implementation we take the L2 norm between
the power spectrum bins. We use a weighting term β to adjust the
importance of including diverse timbres versus minimizing over-
lapping frequencies. Let bi be the average spectral centroid (over
all sound samples in a group) for each sound group in Sm and ~fi
be a vector representation of the average frequency components
(over all sound samples in the group) for each sound group in Sm.
Then the data quality term is calculated as follows:

Υdc(θi) =

|Sm|∑
i=1

|Sm|∑
j=1

β||bi − bj ||2 + (1− β)||~fi − ~fj ||2. (3)

4.1.2. Soundscape Similarity Quality Term

To create soundscapes that have a similar sound as the input sound-
scape, we include sounds in the output soundscape if they occur
during more than 75% of the duration of the input soundscape
(p > 75%), even if they are not mapped. Thus Sout = Sm∪Sm̄,p,
where Sm̄,p represents the non-mapped sounds that meet our cri-
teria. We compute the similarity measure depending on the differ-
ence in the soundscape and sound group features.

The soundscape feature we use is the maximum number of
sound groups played at once, which approximates the density of a
soundscape. The sound group features we use are the number of
samples played, the percentage of soundscape duration, the maxi-
mum number of other sound groups played at the same time, and
the other sound groups that occur at the same time. We define ~hi to
be the sound group feature vector for each sound group Si ∈ Sin,
and ~ho to be the feature vector for the same sound group in the
output soundscape Si ∈ Sout. Also let li be the maximum num-
ber of sound groups played at once for soundscape Sin and lo be
the same for Sout. Our soundscape similarity quality term is thus:

Υdc(θi) = −γ||li − lo||2 − (1− γ)

|Sout|∑
i=1

||~hi − ~ho||2 (4)

4.2. Point-Sample Mappings

The function φ (equation 1) is used to determine how each element
in a data group is represented by a sound sample in the correspond-
ing sound group determined by θ (equation 2). The heuristic for
choosing the point-sample mapping depends on the type of group
mapping. Additionally, since the data features are dependent on
the dataset, we generalize this model for any type of data using the
data group and data point feature categories from section 3.2, and
then apply it to two datasets in Section 5.

4.2.1. Aggregated-Interval Heuristic

By definition, an aggregated data group contains many data points.
If multiple data points are “on” in a single data event, we want to
aggregate information at each time event. For instance, we could
consider the number of data points at time t or an average of a data
point feature over all data points at time t. Since the data is con-
tinuously updated, we employ sound groups that are continuously
played in the input soundscape and loop them while updating one
feature each time our data changes. For the sound sample features,
we apply changes continually over time to either the playback rate,
layering (density), or loudness (gain). The other sound sample fea-
tures are not used since continuously updating panning values may
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Figure 4: The ESCaper prototype allows users to design sonifications simply by interacting with the interface. There are three different
ways the system can produce sound (depicted in the green bubbles): playing the input soundscape, playing the individual sound samples,
and playing the sonification.

disorient a user with the constant change of the location of a sound,
and changing the duration or start time of a sample does not apply
for a continuous sound. Below is a summary of the mappings that
we use for updating an Aggregated Data Value (ADV):

Density: NumberLayers[0, 6]← dADV × 6e
Pitch: PlaybackRate[0.5, 1.5]← ADV + 0.5

Loudness: Gain[0, 1]← ADV

4.2.2. Single-Instant Heuristic

Instant data represents each data point in the data group, so we use
the sound sample features to differentiate each data point. We give
each data point a unique sound and location by using the timing
and selection of a particular sound sample from the sound group
as well as the panning. The Single Data Values (SDV) are infor-
mation about a single data point and can also be used to influence
other dimensions of the sound representation, such as the loudness.
To generalize the particular feature to fit any data group, we use the
notation SDV (di,t) to represent a SDV feature of any data point.
Below is an example formulation of a single-instant heuristic for
point-sample mappings:

Attack: StartT ime(gj,k)[time]← time(di,t)

Sample Selection: StartT ime(gj,k ∈ Gj)[time] ←
source(di,t ∈ Di)

Location: Panning[left, right]← source(di,t)

Loudness (Optional): Gain[0, 1]← SDV [min,max]

5. ESCAPER APPLICATION

The Environmental Soundscape Creator (ESCaper) is a prototype
system we created to demonstrate our model and policy. Within

ESCaper we apply our model to two datasets: data from the micro-
blog Twitter and data from the stock market. While there is much
work to be done in evaluating the policy, interactions, and sonifica-
tions of this system, our goal is to demonstrate what a meta-design
sonification system might look like, and how we might be able to
leverage the knowledge of sonification in assisting end users in the
creation of sonifications. In this section we describe the interac-
tion workflow of the system and demonstrate an example of the
data features and mapping heuristics.

5.1. ESCaper Interactions
Figure 4 depicts the graphical user interface for ESCaper. When
a user runs ESCaper they are presented with the top pane of the
window where they can select a dataset and a soundscape from
drop-down menus. Currently, the datasets have been curated for
off-line use and are hard-coded into the system. This makes it
easier to both compare the same dataset when it is mapped to dif-
ferent soundscapes, and to compare the behavior of different users
as they interact with the same data. The input soundscapes are also
hard-coded using sound samples from freesound.org.

At this point, the user selects an indicator to describe how they
wish to have their mappings created: (1) the output sonification
is similar to the selected soundscape or (2) the data is most ac-
curately represented. The main purpose is to determine how the
group mappings will be generated (the tunable α in (2)).

A user then selects the data group from the dataset that they
wish to sonify. When they click a specific data group the sound
group box appears containing the sound groups that are relevant
for that data-sound mapping (i.e. interval sound groups appear for
aggregated data groups, and instant sound groups appear for sin-
gle data groups). The user clicks on a particular sound group to
create the mapping or they can select to have the system choose
the sound group for them. The mapping will then appear in the
Data-Sound Mapping Table. If the user selected to have the sound
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group chosen for them, the data group will appear with the sound
group as “to be created”. The user can repeat this process to create
additional mappings, remove the mapping from the table, play the
sonification if it does not contain any “to be created” mappings, or
have the system generate the “to be created” mappings. To gener-
ate the mappings, we use the quality term defined in (2) to compare
all possible mappings and select the best one. Once a sonification
is running a user can iteratively refine their design by stopping the
playback and making changes to the design.

5.2. Twitter ESCaper
Previous work has investigated sonification of Twitter data, includ-
ing Tweetscapes [13] and I Hear NY4D [12]. However, neither of
these applications allow users to configure the Twitter data selec-
tion for their own needs and desires or to directly select the sounds
that are used in the Twitter data sonification.

Our Twitter data model adheres to the data model we outlined
in section 3.2 and uses features (Table 2) that are slightly modified
from our previous work [16]. We apply our aggregated-interval
mapping framework to the Twitter data model and use the number
of tweets per second (TPS) for the Twitter-specific ADV feature:

Density: NumberOfLayers[0, 6]← dTPS × 6e
Pitch: PlaybackRate[0.5, 1.5]← TPS + 0.5

Loudness: Gain[0, 1]← TPS

For the single-instant mappings we use two different types of
filters to define the tweet groups: the author of the tweet (author)
and a keyword used in the content of a tweet (keyword). If a
tweet group has only one author we map the time of each tweet to
the start time of a random sample from the sound group:

Attack: StartT ime(gj,rand ∈ Gj)[t]← time(di,t ∈ Di)

If a tweet group has more than one author, we use the ceiling
of the numAuth/numSamp to represent the number of source
locations to use for panning. If there is only one source location,
we do not use panning and simply utilize the sample selection to
associate a particular sample with a particular user:

Sample Selection: StartT ime(gj,k)[t]← author(di,t)

If there are multiple source locations we use both the playback
of a specific sound sample and panning to distribute the sounds
spatially around the user and give them a sense of different voices.

Sample Selection: StartT ime(gj,k ∈ Gj)[t] ←
author(di,t ∈ Di)

Location: Panning[left, right]← author(di,t)

5.3. Stockmarket ESCaper
Sonification has been shown to be useful for stock market monitor-
ing [14, 21]. In our Stock Market ESCaper we apply our approach
to a stock market dataset that reports price changes for specific
stocks and the percentage price change from that stock’s previous
close price. These two values were used in a toolkit for stock mar-
ket sonification along with many others [21]. We only selected two
as we seek to demonstrate our approach, rather than present a fully
designed sonification system that stock market traders would use.

Each change in the stock price at time t represents a data point,
or price change point, di,t. The features for this price change

Tweet Group Features Feature Type Value Range

Type - Single,
Aggregated

Total Num. of Tweets ADV [0, inf]
Tweets per Second ADV [0, inf]
Num. of Twitter Users ADV [1, max]
Author Filter “*”, null
Keyword Filter “ * ”, null
Tweet Features Feature Type Value Range
Author of Tweet Source “ * ”
Content of Tweet SDV “ * ”
Length of Tweet SDV [1, 144]
Time of Tweet - [0, max]

Table 2: Twitter data features.

Stock Group Features Feature Type Value Range

Type - Single,
Aggregated

Total Num. of Price Changes ADV [0, inf]
Price Changes per Second ADV [0, inf]
Num. of Stocks in Group ADV [1, max]
Max. Num Stock Change at Once ADV [1, max]
Max. % Price Change ADV [0, max]
% Change Threshold Filter [0, inf], null
Stock Name Filter “ * ”, null
Top 1% Rise in % Price Changes Filter 0, 1, null
Top 1% Fall in % Price Changes Filter 0, 1, null
Price Change Point Features Feture Type Value Range
Stock Name Source “ * ”
Stock Price SDV “ * ”
% Price Change SDV [1, 144]
Time of Price Change - [0, max]

Table 3: Stock market data features.

point are the name of the stock whose price changed, the new
price of the stock, the percentage change in price from the last
closing price, and the time of the price change (bottom of Table
3). Each price change point can be collected into a stock market
groupDi which can filter the price points by: a specific stock name
(stock), a threshold on a particular percentage change in price
(%threshold), the highest 1% rise in price percentage changes,
and the highest 1% fall in price percentage changes.

Similar to the Twitter ESCaper, we use our mapping frame-
work to create the heuristic for the data-sound mappings. For
aggregated-interval mappings of the stock market data we use the
ADV feature for the normalized percent price change (PPC). The
mapping is exactly like that of our twitter aggregated-interval map-
ping with PPC instead of TPS. For the single-instant mappings, our
data source is a specific stock name (stock), so we want all price
change points of that source to be sonified with the same sound
sample. We can use the various stock market group filters to nar-
row down the price change points that will be sonified.

If a stock market group has only one stock source, then we
map the timing of the price change point to a randomly selected
sample in the corresponding sound group:

Attack: StartT ime(gj,rand ∈ Gj)[t]← time(di,t ∈ Di)

If a stock market group has more than one stock source, we
use the ceiling of the numSources/numSamp to represent the
number of source locations to use for panning. If there is only
one source location, we do not use panning, but simply utilize the
sample selection to associate a sample with a particular stock:

Sample Selection: StartT ime(gj,k)[t]← stock(di,t)

If there are multiple source locations we use both the playback
of a specific sound sample and panning to distribute the sounds
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spatially around the user and give them a sense of different voices.

Sample Selection: StartT ime(gj,k ∈ Gj)[t] ←
stock(di,t ∈ Di)

Location: Panning[left, right]← stock(di,t)

For both of our ESCaper applications we have presented gen-
eral formulations to which any Twitter or stock market data set
could adhere. We present these formulations to demonstrate how
the generalized policy presented in Section 4 can be applied to in-
formation particular to a specific data sets.

6. DISCUSSION AND FUTURE WORK

In this paper we built upon our previous sonification model to take
advantage of the parallel structures between data and soundscapes.
The sonification model presented here uses a more complex policy
and optimization technique for the automatic creation of the data-
to-sound mappings and is inspired heavily by work in the auditory
display community. Additionally, our model allows users to input
their preferences into the system (using a simple indicator slider)
to guide the automatic creation of mappings. These are our first
steps in exploring the possibilities for using interactive systems to
assist end users in the design of sonifications.

There are many ways in which we hope to build on this work
in the future. We are currently working on user tests to evalu-
ate the algorithms we have presented here, and we will continue
to explore more sound features and evaluate the use of our cur-
rent features in the context of our system. We hope to expand our
user interaction to allow users to specify more dimensions of the
mapping (polarity, specific point-sample mappings, etc.). Addi-
tionally, by using more intelligent schemes such as learning user
preferences and analyzing data in real-time to update the mapping,
we can make a more practical tool that could help users refine their
mappings over time.
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